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ABSTRACT
This paper argues that in order to replicate all of the human brain’s functions in some physical 
substrate through a process known as whole brain emulation (WBE), we also need to replicate 
the human brain’s capacity for mental disorders. Our argument is based on the assumptions 
and technical definition of WBE put forward by Anders Sandberg and Nick Bostrom. The 
paper takes a narrow, focused perspective in that the problem of WBE discussed here is not 
one of psychiatry, the philosophy of the mind, or psychology but rather one of technology and 
the philosophy of technology. Thus, issues associated with psychiatry, philosophy of mind, 
or psychology are not addressed here. The argument presented in this paper makes three 
assumptions: (1) All mental functions are functions of the brain. (2) The human brain has 
a propensity for mental disorder. (3) A whole brain emulation will by definition replicate all 
functions of the human brain because it exactly models the brain it is based upon. These leads 
to the conclusion that WBE will have the same propensity for mental disorder as a human 
brain. This argument was found to be valid and sound, based on the given assumptions. The 
authors therefore propose that the potential for WBEs to develop mental disorders, currently 
considered at best a marginal issue in WBE research, should become a mainstream element of 
the ongoing research into WBE technology.
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1. INTRODUCTION

The human brain has an innate capacity for abnormal behavior in the form of 
mental disorders. In other words, a human brain is capable of showing “a be‑
havioral or mental pattern that causes significant distress or impairment of 
personal functioning” (Bolton, 2008: 6). (Note that a more detailed discussion 
of the definition of mental disorders follows below.)

This claim is hard to dispute in the light of the available research. The 
National Alliance on Mental Illness (NAMI) reports that in 2020, 21% of 
U.S. adults experienced mental illness, with 5.6% of U.S. adults experienc‑
ing serious mental illness, while 16.5% of U.S. youths aged 6–17 experienced 
a mental health disorder in 2016 (Mental health by the numbers, 2022). The UK 
organization MIND reports that in England, one in four people will experience 
some kind of mental health problem each year (Fundamental facts about mental 
health, 2016). Numerous other publications have reported similar findings as 
well (e.g., About mental health, 2018; Mental disorders, 2019; Mental health facts 
and statistics, 2020; Vigo et al., 2022). Thus, we can justifiably conclude that 
mental disorders occur quite commonly, or as we said earlier, the human brain 
has “an innate capacity for abnormal behavior in the form of mental disorders”. 

So, what is this paper about? It argues that whole brain emulation (WBE), 
by its very definition, recreates all the functions of a fully functional human 
brain in some material substrate. As Anders Sandberg and Nick Bostrom put 
it, “it produces the phenomenological effects of a mind”, and “it will behave in 
the same way as the original brain” (Sandberg & Bostrom, 2008:7). As such, 
it will inevitably also replicate the human brain’s capacity for mental disorder. 
(Note that we assume that this capacity is inherent to the human brain given 
the abovementioned prevalence of mental disorders in the general population.) 

The potential for WBE to also emulate the capacity for mental disorders may 
seem obvious, yet it has not been explicated or discussed at length in the WBE 
studies so far (e.g, Sandberg & Bostrom, 2008; Koene, 2012; Koene, 2013; 
Shanahan, 2015; Eckersley & Sandberg, 2013; Griaciano, 2019; Hickey, 2019). 

There is also another aspect to this argument: A WBE is an artefact, some‑
thing that has been constructed by humans, so like any artefact, it will have 
flaws. Some of these flaws may be viewed as mental disorders. In this paper’s 
argument, we therefore need to recognize that a WBE has at least two sources 
of mental disorders: Certain intrinsic features of the emulated brain and flaws 
that are introduced while building the WBE. Thus, even if we realize a theo‑
retically perfect artifact with an impractical ten nines availability,1 mental dis‑
orders may still be present in a WBE. Nevertheless, we will not pursue this line 
of argument further.

1 For an overview of high availability in artifacts, see Piedat & Hawkins, 2001.
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To be clear, a WBE is not a physical facsimile of the brain but rather a rec‑
reation of its functions. It is a functional copy in that “it produces the phenom‑
enological effects of a mind”, and “it will behave in the same way as the original 
brain”. Thus, when we talk about WBE, we are not talking about copying the 
physical structure of the brain but rather replicating its functions, specifically 
those functions that produce “the phenomenological effects of a mind”. The 
assumptions behind, and the preconditions for, WBE are defined in more de‑
tailed later. 

Why should  we study the potent ia l  of  a   WBE to develop 
menta l  d isorders? The existing studies of WBE, as pointed out earlier, 
have failed to explore the potential for mental disorders and instead focused on 
its realizability (e.g., Sandberg & Bostrom, 2008; Shanahan, 2015; Eckersley 
& Sandberg, 2013; Griaciano, 2019; Hickey, 2019).2 If WBE constructs could 
start demonstrating disruptive behavior, however, we should at the very least 
be prepared for it, not least because WBE systems in future may serve as our 
companions, teachers, managers, political leaders, personal advisors, and part‑
ners, possibly even controlling some aspects of our lives (e.g., ITT 2018–2023 
technical annex, 2018). We therefore believe that the potential for mental dis‑
orders in WBEs should be studied as part of the ongoing research into WBE 
technology.

We start by defining the scope and limitations of the discussion in the fol‑
lowing section. In Section 3, we define some WBE concepts based on the works 
of Sandberg and Bostrom (Sandberg & Bostrom 2008), Patrick D. Hopkins 
(Hopkins, 2012), Sandberg (Sandberg, 2013), and Murray Shanahan (Shana‑
han, 2015). We present some assumptions that underlie WBE and describe 
nine levels (main levels and sublevels) of a WBE’s realization, as presented by 
Sandberg and Bostrom (Sandberg & Bostrom, 2018). In Section 4, we then 
lay out the main argument of this paper. Finally, in Section 5, we summarize 
the conclusions of this study.

2. SCOPE AND LIMITATIONS OF THIS PAPER

WBE is a multifaceted problem, and this paper may be read in many ways. To 
avoid any possible misinterpretations, we must state the objectives and caveats 
and limit any definitions implied in the paper.

The object ive  of  this  paper  is to evaluate an argument that is not 
presented or discussed in the current publications about WBE (e.g., Sand‑
berg &  Bostrom, 2008; Shanahan, 2015; Eckersley & Sandberg, 2013; 

2 A review of the current WBE research topics can be found at Foresight Institute, Work‑
shop Whole Brain Emulation 2023. Available at https://foresight.org/whole‑brain‑emulation‑ 
workshop‑2023/.
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Griaciano, 2019; Hickey, 2019). This argument asserts that based on the cur‑
rent technical assumptions underlying WBE, WBE systems will have a pro‑
pensity for mental disorders, as defined by internationally recognized organiza‑
tions like the WHO and APA. 

We propose a series of caveats for this paper, which are presented below.
First  caveat: Our focus is on a WBE of a human brain that functions 

normally, such that it does not exhibit, or has been diagnosed with, a mental 
disorder as defined above. Thus, we are not concerned with emulating non‑hu‑
man brains, such as those of primates, dogs, cats, insects, or other non‑human 
biological entities. 

Second caveat: We assume that when we talk about the brain and the 
mind, we are functionally talking about the same thing. In other words, the 
functions of the brain and the mind are one in the same, as are the disor‑
ders of the brain and the mind. In addition, terms like mental disorder, men‑
tal illness, mental dysfunction, mental health conditions, and brain disorder 
may be used here interchangeably. To be more specific, we refer exclusively 
to functions that “will produce subjective mental states of the same kind that 
would have been produced by the particular brain being emulated” (Sandberg 
& Bostrom, 2008: 11). This condition excludes functions of the brain that are 
not responsible for subjective mental states.The tacit assumption here is that 
brain functions responsible for “subjective mental states” can be separated from 
“other brain functions”. We do not challenge this claim here.

Third caveat: We do not discuss the nature of mental disorders or whether 
the definitions or concepts related to mental disorders are correct. We also do 
not discuss models of the brain or the brain–mind duality. The WBE‑related 
problem discussed here is not one of psychiatry, the philosophy of cognition, 
the philosophy of the mind, or psychology but rather one of technology and 
the philosophy of technology. Furthermore, this paper does not discuss mind 
uploading, artificial general intelligence (AGI),3 or brain modeling, because 
they are outside the scope of this study, even if some authors may equate them 
with WBE.

Fourth caveat: We ignore situations where WBE is applied to an already 
dysfunctional brain (i.e., one with a diagnosed mental disorder), because such 
a case would not bring any new insights to WBE studies. In other words, a WBE 
of a dysfunctional brain would inevitably exhibit dysfunction, because it would be 
a functionally exact replica of a dysfunctional brain. In addition, this essay is not 
intended as a general treatment of disorders in artificial systems (i.e., artifacts). 

3 This kind of intelligence is also referred to as human intelligence, general human‑level 
intelligence, or artificial general intelligence. See the references for different conceptualizations 
of AGI (e.g., Mitchell, 2019; Fjelland, 2020), the prospect of general purpose, human‑level 
intelligence (e.g., Marcus, 2022), or a general‑purpose ability to broadly generalize to funda‑
mentally new areas (e.g., Cassimatis, Bello, & Langley, 2008).
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Fif th caveat: We are also not interested in partial WBE (see the discus‑
sion of levels of emulation later in this paper), nor are we concerned with AI 
systems that mimic the human mind or AI studies in general, even those 
involving malfunctioning AI systems of any kind. We therefore do not con‑
sider mental‑like disorders in robots with artificial minds or reasoning systems, 
which have often been portrayed in sci‑fi literature, as being relevant to this 
discussion. 

Sixth caveat: WBE is associated by some authors with the concept of 
uploading the mind (e.g., Rothblatt, 2012; Hopkins, 2012; Russell, 2019; 
Laakasu et al., 2022; Watanabe, 2022), immortality (e.g., Gelles, 2009; Hay‑
worth, 2010; Shanahan, 2015; Laakasu et al., 2022), and transhumanism 
(e.g.,  Bostrom, 2005; Gelles, 2009; Hopkins, 2012; Shanahan, 2015; Lee, 
2019; Juengst & Moseley, 2019; Baelo‑Allué & Calvo‑Pascual, 2021). How‑
ever, such matters have no bearing on the presented argument, so they are not 
discussed here.

Final ly,  we need to def ine how  we understand menta l  d is‑
orders  in this  paper: A  mental disorder is understood as “a syndrome 
characterized by clinically significant disturbance in an individual’s cognition, 
emotion regulation, or behavior that reflects a dysfunction in the psychologi‑
cal, biological, or developmental processes underlying mental functioning” 
(DSM‑5, 2013).4 The authors stress, however, that while this definition does 
not capture all mental disorders, it does at least set out some minimal require‑
ments for such disorders. We will not argue here about whether such a defini‑
tion is appropriate or not from the perspective of psychiatry, psychology, or the 
philosophy of the mind, because such a definition would be elusive and impos‑
sible to formulate.5 Thus, this discussion lies beyond the scope of this paper. 
Indeed, even the current methods of diagnosis for mental disorders are judged 
to be not entirely reliable, so we would be unlikely to zero on in a “correct 

4 The APA’s definition of mental disorder (What is mental illness, 2022) is similar to the 
definition of The International Classification of Diseases 11th Revision (ICD‑11, 2018) and 
that of the World Health Organization (WHO) (WHO, 2022). The International Classifica‑
tion of Diseases 11th Revision says: “Mental, behavioral and neurodevelopmental disorders 
are syndromes characterized by clinically significant disturbance in an individual’s cognition, 
emotional regulation, or behavior that reflects a dysfunction in the psychological, biological, or 
developmental processes that underlie mental and behavioral functioning. These disturbances 
are usually associated with distress or impairment in personal, family, social, educational, oc‑
cupational, or other important areas of functioning” (ICD‑11, 2018: 387).

5 “Efforts to define psychological abnormality typically raise as many questions as they an‑
swer. Ultimately, a society selects general criteria for defining abnormality and then uses those 
criteria to judge particular cases” (Comer, 2014: 5). “It may come as a surprise to you that there 
is still no universal agreement about what is meant by abnormal it y  or disorder. This is not 
to say we do not have definitions; we do. However, a truly satisfactory definition will probably 
always remain elusive” (Hooley et al., 2017: 27).
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definition” here (e.g., Thyrer, 2015; Allsopp et al., 2019; University of Liver‑
pool, 2019; Thorton, 2022).6 Nevertheless, it is not our aim to pass judgment 
on psychiatric practices but rather select a plausible, operational definition in 
which to ground our discussion. This is why we use the definition put forward 
by the APA (DSM‑5, 2013).7 

3. WHOLE BRAIN EMULATION (WBE)

What i s  whole  bra in emulat ion (WBE)? WBE recreates a fully func‑
tional brain, such that it is functionally indistinguishable from the origi‑
nal mind (e.g., Koene, 2006; Sandberg & Bostrom, 2008; Hayworth, 2010; 
Ecker sley & Sandberg, 2013; Sandberg, 2013; Shanahan, 2015). For Sand‑
berg and Bostrom, the brain and the mind are essentially the same, so an 
exact emulation of the brain will also be an exact emulation of the mind. 
They state the following: “WBE is […] a 1‑to‑1 model of brain functions”, 
“it produces the phenomenological effects of a mind”, and “it will behave in 
the same way as the original brain”. They further posit that a WBE will be 
“truly conscious the same way as a normal person”, such that the emulated 
brain “will produce subjective mental states of the same kind that would have 
been produced by the particular brain being emulated”, adding that WBE “is 
correctly described as a continuation of the original mind” (Sandberg & Bos‑
trom, 2008:11). 

I s  WBE technica l ly  feas ib le? The assumption behind WBE research 
and this paper is that WBE is technically feasible (e.g., Sandberg & Bostrom, 
2008; Hopkins, 2012; Shanahan, 2015), although  we must also recognize 
WBE as “a theoretical technology” (Shanahan, 2015). This means that while 
there is no obvious technological roadblock preventing a WBE from being 
realized, our current technology is simply not up to it.8 However, one could 
strongly argue against the feasibility of WBE based on the grounds that the 
mind is the product of the whole body (i.e., the embedded mind) rather than 

6 For a recent discussion of, and references to, the reliability of Psychiatric Diagnoses, see 
Gøtzsche, 2023.

7 In fact, arguing over the precise definition of mental disorder in the context of this dis‑
cussion is immaterial so long as we agree (along with the current definitions of mental illness) 
that the human brain has a propensity for dysfunctional processes, whatever the causes may be, 
whether they be social, biological, biochemical, or neural in nature. We may refer to such pro‑
cesses as mental disorders, mental dysfunctions, clinically significant disturbances in cognition, 
emotional regulation failures, psychosocial behavior disabilities, impairments in functioning, 
mental illnesses, or various other terms. Nevertheless, we leave the precise definition of what 
mental disorders are to the psychiatrists and psychologists.

8 For example, such an emulation would not break, at least to our knowledge, any known 
physical laws in the way that a perpetuum mobile system would.
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just the brain,9 so emulating brain functions would not also emulate the mind. 
Nevertheless, this argument is not pursued any further in this paper. 

What are  the assumptions behind WBE? A WBE realization de‑
pends upon satisfying eight technical assumptions established by Sandberg and 
Bostrom (Sandberg & Bostrom, 2008) and Shanahan (Shanahan, 2015), at 
least for the current conceptualization put forward by these authors. Satisfy‑
ing these assumptions should be seen as Sandberg and Bostrom’s conditions 
for realizing a WBE, or they would not have made these assumptions. These 
assumptions are: 
1) The first assumption is that of l imited phys ica l i sm, meaning that most 

mental functions are based on physical phenomena, although Sandberg and 
Bostrom do not explain this assumption further. 

2) The second assumption is mult ip le  rea l i zabi l it y, meaning that “the 
same mental property, state, or event, can be implemented by different 
physical properties, states, and events”(Sandberg & Bostrom, 2008:15). In 
other words, a WBE is a complete emulation of brain functions without 
any assumptions about the physical substratum of the emulation. It does 
not matter in what physical system a WBE is implemented or even if it is 
implemented as a purely software construct, such as a softbot.10 

3) The third assumption is that the relevant functions of the brain are 
Turing‑computable. 

4) The fourth assumption is that WBE does not require a total understanding 
of the brain’s functioning but rather just an understanding of its parts and 
their interactions. 

5) The fifth assumption is that a WBE only requires a simulation of the brain 
from a  certain level up, meaning that it is unnecessary to emulate levels 
below this (e.g., the microscopic) to achieve a successful WBE. 

6) The sixth assumption is that at the emulation level, the functions of the 
simulated components are understood. 

7) The seventh assumption is that at the emulated level, the simulated compo‑
nents can be realized in an operational computer (i.e., Turing computable). 

8) Finally, the eighth assumption is that a WBE must reproduce the brain’s 
functions but not necessarily all other bodily functions, so a WBE does not 
require a fully embodied brain.11 

9 “[W]e think with our whole bodies, not just with our minds” (Kelly, 2017). Of course, 
what Kevin Kelly is voicing here is the concept of an embedded mind (e.g. Clark & Chalmers, 
1998; Anderson, 2003; Shapiro, 2010; Wheeler, 2011; Varela, Thompson, & Rosch, 2016; 
Kiverstein, 2018).

10 A softbot is a virtual robot platform or autonomous software agent (e.g., Nwana, 1996; 
Schermer, 2007; ITT 2018–2023 technical annex, 2018). 

11 The proposed model of the brain is not necessarily without its controversy, so its assump‑
tions may be incorrect, thereby excluding the possibility of a WBE in the way it is described. 



36 Roman KRZANOWSKI & Jacob KRZANOWSKI

 WBE therefore assumes that to emulate the brain’s functions, it is not 
necessary to emulate the complete physical structure of the brain at all levels. 
There is also no need to emulate all of the brain’s processes, because the brain 
is responsible for regulating and controlling bodily functions, and these are 
omitted from WBE (assumptions 1, 4, 5, and 8). Furthermore, the medium 
in which an emulation is implemented is of no importance as long as it sup‑
ports accurately emulating the brain’s functions (2). Moreover, brain functions 
must be Turing computable, or in other words, they must be reducible to sym‑
bolic processing through a set of primitive operations (assumptions 3 and 7). 
(For more on Turing computability, see, for example, Sipser, 1997; Carter, 
2005; Primiero, 2020; De Mol, 2021.) Of course, these represent strong as‑
sumptions about the brain’s functions and the brain itself, and they do not have 
to be accepted outside of this discussion, but their validity is not being debated 
here.12

What are  WBE’s  leve ls  of  rea l i zat ion? The WBE framework, as 
proposed by Sandberg and Bostrom, comprises nine levels (including main 
levels and sublevels) of emulation for the human mind: 1a, 1b, 2, 3, 4, 5, 6a, 
6b, and 6c (Sandberg & Bostrom, 2018). We ignore level 4 and below because 
they only partially realize the functions of the mind. Instead, we focus on those 
levels that wholly replicate the functionality of the brain, namely level 5 and 
above. We therefore refer to levels 5, 6a, 6b, and 6c as WBE5+.

Sandberg and Bostrom’s levels of emulation are arbitrary with no relation 
to any conceptualization of the mind outside of the work on WBE. It is also 
unclear as to whether any realization of WBE would progress through levels of 
any sort, let alone those proposed by Sandberg and Bostrom. Nevertheless, for 
the sake of simplicity, we accept these emulation levels.

Detailed specifications for the levels of emulation are provided by Sandberg 
and Bostrom (Sandberg & Bostrom, 2008), so there is little point in repeat‑
ing them here. Instead, we list their main characteristics. Thus, Sandberg and 
Bostrom’s levels of WBE5+ are defined below:
• At level 5 (“Individual brain emulation”), the created artifact (the WBE) has 

all the characteristics of the specific functional brain that is being emulated. 

Indeed, other concepts of the brain and mind that would not satisfy these assumptions have 
been proposed and discussed (e.g., Flanagan, 1994; Searle, 2004; Robinson, 2007; Nath, 2009; 
Tononi, 2008; Oizumi, Albantakis, & Tononi, 2014; Tononi & Koch, 2015; McGinn, 2017). 
As these models do not assume the possibility of WBE, the question of mental disorders in 
synthetic minds like WBEs may be a mute one from their perspective.

12 We need to keep in mind that “While we know a great deal about the biochemistry of 
neurons and synapses and the anatomical structures of the brain, the neural implementation 
of the cognitive level — learning, knowing, remembering, reasoning, planning, deciding, and 
so on — is still mostly anyone’s guess” (Russell, 2019: 25). This lack of knowledge does not 
keep us from discussing WBE and its capacity for mental illness, but it does prevent us from 
regarding WBE as something that is just around the corner.
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• At level 6a (“Person emulation”), the created artifact is able to “perform 
all the tasks required for some normal human job” (Sandberg & Bostrom, 
2008: 11). 

• At level 6b (“Mind emulation”), the created artifact is “truly conscious in 
the same way as a normal human being” (Sandberg & Bostrom, 2008: 11), 
with all the subjective mental states being reproduced. 

• At the highest level of 6c (“Personal identity emulation”), “the emulation 
is correctly described as a  continuation of the original mind” (Sandberg 
& Bostrom, 2008: 11). 
Thus, the WBE5+ levels assume that a fully functional mind with all its sub‑

jective experiences and mental functions will be reproduced in a WBE. Indeed, 
a fully functional mind at a WBE5+ level will exhibit, by design, all of the func‑
tions of the original (biological) mind. This level of emulation is therefore the 
focus of this paper. 

4. A WBE’S CAPACITY FOR MENTAL DISORDERS: THE ARGUMENT

A WBE5+ is assumed to be a faithful reproduction of a fully functional mind 
with all its subjective experiences and mental functions. Thus, a fully functional 
WBE5+ mind will, by design, inherit all the capacities of the original mind 
being emulated. Moreover, as a human mind has the capacity for mental dis‑
orders, a fully functional WBE5+ mind will also have the same capacity.13 The 
argument that a WBE reproduces the brain’s capacity for mental disorders goes 
as follows:
(1) All mental functions are functions of the brain.
(2) The human brain (mind) has a propensity for mental disorders.14 
(3) A whole brain emulation (at WBE5+ levels) will, by definition, replicate 

the functions of the human brain, as a WBE is a 1‑to‑1 model of a brain’s 
functions, so it “will produce subjective mental states of the same kind that 
would have been produced by the particular brain being emulated”. 

Thus,
(C) A whole brain emulation (WBE) is an exact functional copy of a human 

brain, or in other words, it will have all of its functions, such that “it pro‑
duces the phenomenological effects of a mind”, and “it will behave in the 

13 Mental disorders of a WBE construct, as discussed earlier, are defined in the same way as 
those of the human mind, namely a behavioral or mental pattern that causes significant distress 
or impairment in personal functioning. In the WBE case, “personal functioning” refers to the 
functioning of the WBE artifact.

14 By “propensity”, we refer to a natural tendency to behave in a particular way or, in the 
case of WBE, a natural tendency to exhibit dysfunctional behavior (for definitions of “propen‑
sity”, see Propensity, 2022; Propensity, n.d.). 
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same way as the original brain”. As such, it will also have the same propen‑
sity for mental disorders as the original brain. (See the discussion of this 
propensity in A2 below.)
Assumption (1) is a basic premise of WBE, and it implies several assump‑

tions about the mind and brain. These assumptions imply physical reduction‑
ism by stipulating that the functions of the mind are fully accounted for by 
the brain. Thus, from this viewpoint, the mind is physical, because its mental 
functions are reducible to the physical functions of the brain. This assump‑
tion is spelled out in the works of Sandberg and Bostrom (Sandberg & Bos‑
trom, 2008) and Shanahan (Shanahan, 2015).

Assumption (2) is self‑evident, because, as discussed earlier, the human 
brain has an obvious propensity for mental disorders. Moreover, under as‑
sumption (1), there is no difference between mental and brain functions, al‑
though not all brain functions are necessarily mental functions (see Assump‑
tion [5] above), so mental functions are brain functions and mental disorders 
are brain disorders. Thus, if you copy the brain’s functions, you copy the mind’s 
functions. To phrase this differently, it seems reasonable to accept that if a bio‑
logical brain may at some point exhibit a mental dysfunction, a WBE of it will 
be subject to the same possibility, because by definition, a WBE “will behave in 
the same way as the original brain” (Sandberg & Bostrom, 2008:7). What may 
be disputed is the precise definition of what a mental disorder is.

Finally, assumption (3) derives from the definition of a WBE (Sandberg 
& Bostrom, 2008; Shanahan, 2015), so it is accepted.

Thus, accepting assumptions (1, 2, and 3) leads to the conclusion (C), 
namely that a  WBE, as an 1:1 working copy of a  particular brain in non‑
biological substrate replicates all capacities of the human brain, including its 
propensity for mental disorders. Arguing from (1, 2, and 3) to (C) is logically 
valid, and as the three premises are based on the accepted definition of WBE 
and its own assumptions (1–8), the argument is sound. 

The soundness of this argument has to be qualified, however. Firstly, WBE 
is a  technology for the potentially distant future, assuming that it may be 
realizable at all. Indeed, it is quite possible that a WBE may never be real‑
ized, in which case the argument would not be sound. Secondly, our conclu‑
sion (C) is only valid and sound under the assumptions detailed by Sandberg 
and Bostrom (Sandberg & Bostrom, 2008) and Shanahan (Shanahan, 2015). 
Should any one of these assumptions be proven to be false, the soundness of 
the argument may also come into question. Nevertheless, these are not issues 
to explore here.
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5. CONCLUSIONS

We presented the argument that a WBE of a normally functioning human 
brain will have a propensity to develop certain mental disorders, at least at the 
WBE5+ levels, just as human brains do. We found this argument to be valid and 
sound based on the assumptions proposed by Sandberg and Bostrom (Sand‑
berg & Bostrom, 2008) and Shanahan (Shanahan, 2015). 

Now, what use is there in speculating about a WBE’s potential to develop 
mental dysfunctions? Studying the speculative concept of WBE may provide 
some insightful opportunities for better understanding the workings of the 
human mind and the brain–mind relation. Through the development of WBE 
systems, we may also be able to learn more about our own mental disorders and 
mental functions in general, although this may seem like a rather optimistic 
take on WBE. 

Finally, as it has been pointed out, the detailed analysis, in the light of 
the current research in cognition and neuroscience, of the eight assumptions 
behind Sandberg’s WBE proposal may shed the light on the feasibility of the 
whole project and the whole idea of the emulation of the brain would have to 
be reassessed.
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